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1. Introduction

Sorting is one of the most well-studied problems in Computer Science and still one of the most fundamental algorithms used in any system. The fastest algorithms, such as Radix Sort, are able to achieve $O(n \log n)$ sorting time with $n$ being the number of bits required to store each key and $N$ the data size. However, Radix Sort alone cannot be easily generalized because of its sensitivity to the key size and data skew. Instead, most systems either implement variants of comparison-based sorting algorithms, such as Quick-sort or Heapsort, which have a time complexity of $O(N \log N)$, or use hybrid algorithms, which combine various comparative and distributive sorting techniques with the goal of achieving better hardware utilization and overcome some of Radix Sort’s limitations.

In this paper, we propose a new ML-enhanced sorting algorithm based on Radix Sort that has a near-linear sorting time, while being less sensitive to the key size $w$ and any data skew. The core idea of the algorithm simple: we train a CDF model $F_k$ over a subset of keys and then use the model to predict the position of each key within the sorted output. If we would have a perfect model of the empirical CDF, we could use the predicted probability $P(k \leq K)$ for a key $k$, scaled to the number of keys $N$, to perfectly predict the final position for every key: $p = F_k(k) \times N = P(k \leq K) \times N$. Assuming the model already exists, this would allow us to sort the data with one pass over the input with less sensitivity to the size of the key.

Unfortunately, it is unlikely that we can build a perfect empirical model, especially if the time to build a model counts towards the sorting time. Furthermore, most traditional ways to model the CDF, especially NN architectures, would be very expensive to execute and render the algorithm very uncompetitive. Finally, and most surprisingly, even with a perfect empirical CDF model that is cheap to execute, the sorting performance might still be worse than the more traditional Radix Sort, given that the index prediction phase is more prone to random memory access and cache misses, whereas Radix Sort makes sequential passes over the data hence enabling a better cache utilization.

In this paper, we outline a first (single threaded) ML-enhanced algorithm, called MER_sort(Model-Enhanced Radix Sort), which overcomes these challenges. To our own surprise, initial experiments indicate that the approach can actually achieve better performance than the highly tuned distribution-based, comparison-based, and hybrid sorting algorithms, even while counting for the model building time. For example, our experiments show that MER_sort yields an average of $3.22 \times$ performance improvement over C++ STL sort[13], $4.92 \times$ improvement over Timsort[19], $1.25 \times$ over Radix sort[3], and $1.23 \times$ over IS*o[6], which is a cache-efficient version of the Sample Sort algorithm.

In the remainder of this paper we proceed to describe the algorithm and evaluate its performance as compared to other common sorting algorithms. However, it should be noted that these are still preliminary results and that a lot of work still has to be done, particular for sorting strings.

2. The algorithm

Assuming that we already have a CDF model, our ML-enhanced sorting algorithm is similar to Radix Sort in that it splits the input array into finer buckets until a sorted array is obtained. However, instead of doing it based on the key-bits, MER_sort uses the CDF model to predict the position. As shown in Figure 3 (Step 1a). Here
we start with the unsorted array and predict for every key $k$ its final position $p = F_k(k) \cdot N$. Based on this prediction, we position the key in one of $M$ fixed-size buckets $b$. The number of buckets depend on the size of the CPU cache (at least one cache-line per bucket should be in the cache). If one of the fixed size buckets overflows (e.g., more keys than slots are available), the keys are placed into a spill bucket.

After every key was mapped to a bucket, we repeat that mapping for every bucket (Step 1b) (except for the spill bucket). This process repeats until the number of keys per bucket are less than a threshold ($\tau$); usually around 100 keys. After every bucket is small enough, the buckets are further split but now in variable sized buckets. This is necessary as the model is likely to get less accurate as smaller the buckets become. However, using a variable size data structure is expensive. Instead, we use a two step approach for the partitioning into variable sized buckets. First the model is used to determine how many keys would go in each bucket (one pass over the data), which are stored in a count array. This count array allows us now to store the variable buckets directly into the output array as we know the exact size per bucket (Step 2). Finally, the spill bucket is merged with the output array and insertion sort is used to correct any keys that might be out of order.

3. CDF modeling

So far we assumed that the CDF model is given. However, for sorting it is key to have a model with very fast inference time, which ideally is also fast to train. For this purpose, we use a set of linear models that are arranged in a hierarchical fashion that enables progressively finer approximations and is able to capture the input data's non-linearities by emulating a piecewise-linear function. A typical such CDF model is a 2-layer structure with one root and multiple leaf linear models. Given the key, the root model selects which subsequent linear model in the next layer to use for the final CDF approximation, which is then used by the sorting procedure. We train the individual models top-down as shown in [17] using a small sample (1%) of the data. However, in contrast to [17] we use simple linear interpolation for the second stage. This procedure takes only a small portion of the entire sorting time.

4. Related work

Many sorting algorithms and hybrid variations of them have been proposed over the years [1, 7, 9–11, 14, 16, 20]. Here our focus is on single-thread sorting algorithms. For example, Timsort combines Insertion Sort's ability to benefit from the input's pre-sortedness with the stability of Merge Sort, and is used as the default sorting algorithm in Java [15] and Python [19]. Whereas, std::sort uses Introsort [13], which is a hybrid implementation of Quicksort, Heapsort, and Insertion Sort. Finally, there have been several attempts to create more hardware-efficient implementations, such as the very recent IPS algorithm [2], which is a highly cache-optimized Sample Sort algorithm designed especially for the GCC compiler (i.e., we saw significant slow-downs using other compilers).

5. Evaluation

We evaluated our approach with both synthetic and real datasets and compared it against C++ implementations of Radix Sort [3, 4], Introsort (std::sort), Timsort [5], Histogram Sort [8], and a sequential version of the IPS algorithm (IS) which is the most competitive sample sort algorithm that we are aware of. All the experiments are measured using an Intel® Xeon® Gold 6150 CPU @ 2.70GHz with 376GB of memory, and compiled with the GCC compiler with the -O3 flag for full optimizations. The model we used for training is of 2-layers and contains 1000 leaf models, trained with a uniformly selected 1% sample of the array.

Figure 2 shows the sorting throughput for 1 million up to 1 billion double-precision keys following a standard normal distribution. As it can be seen MER_sort achieves close to 30% higher throughput than the next best algorithm. However, the benefits are larger as soon as the data does not fit in the L3 cache.
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6. Summary and conclusion

In this paper we presented a novel approach to accelerate sorting by leveraging models that approximate the empirical CDF of the input to quickly map elements into the sorted position within a small error margin. This approach results in significant performance improvements as compared to the most competitive and widely used sorting algorithms, and marks an important step into building ML-enhanced algorithms and data structures. A lot of future work remains open, most notably how to handle duplicate values and strings. We do have initial results on those question and given a presentation slot, would be happy to present them as well.
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