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Abstract

Starting from the success of Glove and Word2Vec in natural language processing,
continuous representations are widely deployed in many other domain of appli-
cations. These applications span over encoding textual information to modeling
user and items in recommender systems, using embedding vectors to represent
a large number of objects. As the cardinality of the object sets increases, the
embedding components quickly become the bottleneck in training memory foot-
print. In this work, we focus on building a system to train continuous embeddings
in low precision floating point representation. Specifically, our system performs
SGD-style model updates in single precision arithmetics, casts the updated parame-
ters using stochastic rounding and stores the parameters in half-precision floating
point. Theoretically, we prove that for strongly convex objectives, our SGD-based
training algorithm retains the same convergence rate up to constants. We also
present a system-friendly implementation for faster random number generator that
increases runtime performance by 30%. We deploy our training system to deep
neural networks with low precision embedding tables for recommender systems on
top of both public dataset Criteo and an internal dataset at Facebook. We empiri-
cally demonstrate that our half-precision floating point training system can achieve
generalization performance matching that of single precision training system, with
up to 2X memory saving and 1.2X faster training speed.

1 Introduction

Starting from the success of word embedding [Pennington et al., 2014, Mikolov et al.,|2013]] in natural
language processing, continuous representations are widely deployed in many applications domains.
Beyond embedding words in natural language, embedding-based approach has also demonstrated
state-of-the-art performance in entity representation in recommender systems [Cheng et al.,|2016b,
Liet al.l 2016, |Wang et al.,[2017, [Lian et al., [2018]] and knowledge-base constructions [Wu et al.,
2018a]. In these applications, a large number of entities are encoded using embedding tables where
each row vector represents a single entity; we call these matrices the embedding tables across our
discussions in this paper. Because the size of the embedding tables quickly scales with the number of
entities, training models on top of large embedding tables can imply significant amount of memory
consumption; this can be a major system bottleneck under training memory budget.

To alleviate this problem, we work on memory-efficient training using full precision arithmetic on
top of embedding tables stored in lower precision numbers, while the rest of model parameters are
stored using normal bit-width. This setting is orthogonal to the one in mixed-precision training using
low precision arithmetic [Micikevicius et al., 2017]], where the model parameters are still stored in
full precision. Training with low precision embedding can bring multiple benefits to both statistical
modeling performance and system performance. On the modeling side, low precision embeddings can
potentially imply larger model capacity with higher embedding dimensions under the same memory
budget. On the system side, low precision embedding not only reduces memory consumption, but
also accelerates the training process by communicating embedding vectors in low precision between
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memory and processor. In this paper, in contrast to [Ling et al.l [2016| [Li et al., 2017, |Lin et al.|
2016, |Chen et al.,[2017, Wu et al., | 2018b| |De Sa et al.| [2018|] where fixed-point training is discussed,
we focus on low precision floating point embedding table training. This is because fixed-point
representation may need extensive tuning to determine the hyperparameters for quantization, e.g.,
value truncation range. Floating-point, on the other hand, allows for problem and data specific
deployment without these intensive quantization related tuning. Though low precision embedding
appears appealing, achieving minimal generalization performance degradation comparing to training
with full precision embeddings can be challenging. Naively, using stochastic gradient descent (SGD),
one can round updated embedding vectors from full precision to the nearest low precision floating-
point value before writing back to the memory. Empirically, we observe the deterministic nearest
rounding approach can result in significant training and evaluation loss degradation. The importance
of rounding scheme is also observed and discussed by |Gupta et al.|[2015]], Ortiz et al.|[2018].

In this paper, we work on training algorithms to match the generalization performance of low precision
embeddings to that of full precision embeddings. To guide our algorithm design, we first investigate on
why the deterministic nearest rounding results in significant generalization performance degradation
for training with low precision embeddings. Inspired by our understandings, we then propose a
system-friendly training algorithm for low precision embeddings to attain matching generalization
performance to that of full precision embeddings. Specifically,

e Our analysis reveals that, in mini-batch SGD training with the deterministic nearest rounding,
low precision floating-point embeddings lead to systematic bias when accumulating the model
updates. The influence of this bias is especially severe in the typical case where the model update
is relatively small comparing to the embedding parameters. In these situations, the convergence of
SGD can significantly slow down due to the accumulated update bias.

e Motivated by our insight on the systematic model update bias, we propose to use a stochastic
float-point rounding to achieve unbiased model updates. Specifically this unbiased update is
achieved by drawing Bernoulli samples for each individual entry in the embedding table. To derive
the low precision value written to the embedding table memory, the random sample determines
whether to round up or down. Moreover, we derive theory that shows that the incurred additional
variance has negligible effects in convergence.

e To allow for efficient real system implementation, we propose an approximated variant of our
stochastic rounding approach. In in, we draw Bernoulli samples based on samples from discretized
instead of continuous uniform distribution. This can be implemented using fast random bit sequence
generation in a batch fashion. Thus it can be significantly faster than the naive implementation
with sequential Bernoulli sampling for each individual entry in the embedding table.

We empirically demonstrate the quality of the approximated stochastic rounding approach described
above in Section ] Specifically, for Terabyte Criteo dataset we show that our implementation
can attain matching generalization results as baseline model using full precision training. This
generalization performance is achieved with approximately 50% less memory and 1.2X throughput.
Furthermore, we demonstrate that by using 2X higher embedding dimensions under the same memory
budget, models based on low precision embedding can achieve a significant log loss reduction.

Note that in [Ortiz et al., 2018]], low-precision floating point training with stochastic rounding is also
discussed. Compared to that, we discuss this approach from the optimization perspective and provide
rigorous analysis for the convergence rate. We also provide ways to deploy the system efficiently.

The rest of the paper is organized as follows: In Section 2] we demonstrate the systematic update bias
from nearest rounding, and discuss how to de-bias with stochastic float-point rounding. In Section 3]
and Section[d] we present the proposed approximated stochastic rounding for efficient implementation
and present empirical results, respectively. In the rest of the paper we use the notation FP32 and FP16
respectively for IEEE single precision and IEEE half precision for the simplicity in presentation.

2 Training Low-precision Embedding Tables with Stochastic Rounding

The goal in this paper is to train models using full precision arithmetics on top of embedding tables
stored as low precision numbers, i.e., FP16, in memory, with generalization performance matching
that of training with full precision embeddings. In this section, we first discuss preliminaries on the
model update procedure in our setting, which can be characterized by the rounding operations in
model updates. In Section [2.1] we empirically demonstrate that deterministic nearest rounding can



result in significant performance degradation. To mitigate the performance degradation, we propose
using stochastic floating-point rounding in Section [2.2]and analyze the convergence rate of stochastic
gradient descent with this stochastic rounding in Section [2.3]

The model update procedure -
for low precision embeddings. Algorithm 1 Model Update for FP16 Parameters

The SGD-style model update Require: Learning rate o in FP32.

for low precision embeddings Require: Parameter w € R in FP16.

closely resembles that for full Require: Mini-batch gradient g(-) € R? in FP32.

precision embeddings; the only ~ 1: Set 1w <- HALFTOFLOAT(w)

difference lies in the fact that the  2: Compute W = ¥ — « - g(0) > Using FP32 arithmetic.
updated embedding table is cast ~ 3: Set w <~ ROUNDTOHALF(w) > Can use different rounding.
to low precision before written  4: return w

to memory, as shown in Algo-

rithm[I] We notice the conversion from FP32 to FP16 before writing to memory is lossy and can
use different rounding options. For this conversion, one can cast using nearest rounding, i.e., casting
the FP32 values to their nearest FP16-representable values. However, we empirically observe that
nearest rounding can results in significant degradation of training and evaluation loss.

2.1 Parameter update bias from nearest rounding

To understand the systematically biased model update accumulation using nearest rounding, we first
use a concrete example where the bias is generated in a single update step. In Figure[T} we add a
small model update —ag() ~ 4.5776367¢~> to a relatively large embedding parameter w = 1.5
using FP32 arithmetic, following the procedures in Algorithm[I} To add the small model update to
the large parameter value, the significand of the model update first shifts right to match the exponent
of the other number. After the two significands are added together, the FP32 result is then cast into
FP16 using nearest rounding, only preserving the significand until the yellow cutoff bit in Figure[I]
We observe the cut-off bit becomes 0 for the FP16 value after nearest rounding. This is a consequence
of two facts: 1) the significand bits after the cut-off bit are all Os for FP32 valued w because it is cast
from FP16 value w; 2) the most significant non-zero bit of the model update is multiple bits away
after the cut-off bit.

Generalizing from this example, we notice that when adding a small positive update in FP32 to a
significantly larger positive parameter in FP16, nearest rounding can results in a systematically
smaller value than the FP32 value before rounding; similarly, when adding a small negative update
in FP32 to a large positive parameter in FP16, the FP16 result is systematically larger than the
FP32 value. This systematic bias occurs when the model updates become significantly smaller than
the parameter values. We notice that this is a typical situation in training deep learning models,
e.g., when using decayed learning rate or Adagrad optimizer, the model updates usually become
smaller as the training progresses. The systematic bias described above can result in catastrophically
biased accumulation of model updates. In Appendix [A] we present an example which shows the
accumulation of bias in one of our experiments.
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Figure 1: Nearest rounding can result in biased model updates. When adding a small positive model
updates to a large parameter value, the FP16 value after nearest rounding can be systematically
smaller than the FP32 value before rounding. Example is adding 4.5776367¢ 5 to 1.5.

2.2 Stochastic rounding

To make the model update accumulation unbiased, we propose to use floating-point stochastic
rounding. As shown in Algorithm I} for each parameter we update, we first perform updates in FP32



arithmetic to obtain . To perform the stochastic rounding, as shown in Algorithm[2] we compute
the rounded-up value w"P (the smallest FP16 value that is larger than or equal to w) as well as the
rounded down values 19" (the largest FP16 value that is smaller than or equal to ) for 0. We then
draw a random number from a Bernoulli distribution with parameter p = (@ — wW%") /(" — wd4o¥")
to determine if we round w up or down. That is, we let the rounded value be w"P with probability p
and be w%°*" with probability 1 — p. One can show that the output of this stochastic rounding is an

unbiased estimate of FP32 value w.

Note that it is possible to apply this algorithm - - - - -
with different optimizers that adjust learning Algorithm 2 Floating point stochastic rounding
rate differently, e.g., Adagrad [Duchi et al, Require: Updated model parameter w in FP32.
2011]]. Next, we analyze the convergence Require: The set S of FP16 representable values
property for the case where SGD is used. I: 9" =ming> g pes T WO =max,<pzes T
2: p= (UA} _ wdown)/(wup o wdown)

) . 3: Z ~ Bernoulli(p)
As mentioned above, one appealing prop- 4.

erty of low-precision training with stochastic {ujup ifZ=1
w=1 .
w

2.3 Theoretical guarantee

rounding is that the effective gradient update it

results in is still unbiased. However, stochastic

rounding comes with a cost of higher variance =~ 5: return w
in SGD. Nevertheless, in Lemma 2] we show

that the variance incurred can be controlled by the gradient variance and the learning rate. In Theo-
rem|[I] we show how this affects the overall convergence of the SGD algorithm for strongly-convex
problems. The proof can be found in Appendix

Theorem 1. Let F(w) be a function that is p-strongly convex. Assume F(w) = E; [f;(w)] and

E [[IVfi(-)?] £ G2 Ifwis initialized in FP16 and SGD is used to update w with Algorithm|l|with

stochastic rounding described in Algorithm[2] then we have

1+26)2G?* 1+ 1og(T + 1)
24 T+1

down  gtherwise

* € *
E[F(wr) - F(uw) < + e, m
where w* is the optimal point, w; = T%rl ZtT:o wy, and € = 2710 which is a fixed value based on

FP16 representation. Learning rate in each iteration is chosen to be o; = %

As can be seen, doing low-precision training with stochastic rounding preserves the same convergence
rate up to constants. There is an unavoidable error §G||w™|| as the final solution is represented using
FP16. When low-precision training is not used, i.e., ¢ = 0, we recover the standard bound.

Despite the promising theoretical property, it is important to derive high-performance implementation
to make the approach scalable and efficient. We provide details regarding this in the next section.

3 System Implementation

In this section we describe ideas involved in finding a high performance implementation. One of the
major challenges is the random number generator as stochastic rounding requires at least one random
number per update for each embedding table entry. We need to ensure that this overhead is small
compared to the rest of the computation. In this regard, we describe our main approach in Section[3.1]
We also consider other ideas such as vectorization and prefetching. However, due to page limit, we
leave the details in Appendix|Bl We present micro-benchmarking results for these improvements in
Section[3.2] The implementation and experiments we present in this paper are done on Intel Xeon
CPUs, but these concepts are easily extendible to other hardware architectures.

3.1 Random Number Generator

The use of stochastic rounding requires the ability to generate random numbers efficiently. A
straightforward approach is to use the Bernoulli distribution implementation provided by the standard
library. This is the implementation that generates pseudo-random numbers at a reasonable rate which
can be used to determine the result of stochastic rounding for an element; so we are going to use as
this a baseline for comparison.

We made a series of incremental changes which lead to increased performance. First, we make use
of the Intel MKL libraries [Intel, 2009]]. This library provides us the ability to generate a stream of
random numbers in floating point format, and it gives 137X relative speedup compared to baseline.



Next, we observe that random floating point numbers are generated from a random stream of bits
that get scaled into the desired range and converted into a floating point format. Making use of the
random stream directly as part of stochastic rounding can bring some performance improvements by
avoiding unnecessary conversions.

As shown in Figure |2 rounding can be thought as removing bits from O to 12 from a single precision
float and rounding up or down depending on the value of bit 12. Stochastic rounding can be
approximated by adding uniformly distributed bits from bit O to bit 12 and then doing round to zero
when doing the conversion. That is, stochastic rounding can be thought of as adding 12 random bits
to the least significant digits of the significand and performing a truncation.

In our setting we found that given the frequency of updates, not all the bits of the random number

are required, we test by keeping only the most significant bits of the random number and find that

using 8 bits is a good balance of performance and accuracy. The intuition is that for an entry that

gets updated 2" times we need at least n random bits. This results in having more throughput on the

random stream since less bits per rounding are needed. Our micro-benchmarking results show that

this approach 192X relative speedup compared to the baseline approach using the standard library.
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Figure 2: Stochastic rounding can be achieved by adding random bits starting from the discarded portion of
the significand. Our empirical results show that 8 bits provide results equivalent to the single precision approach.

3.2 Micro-benchmarking results

In order to evaluate the approaches described above, we create a controlled experiment where we use
an embedding table of 16 million rows each of which contains 64 elements in FP16, and updates are
applied to 4 million randomly chosen rows from the original table. The framework used to implement
it is Caffe2[1_1 and we use Adagrad [Duchi et al., 2011] as the optimizer here. Auxiliary variables in
Adagrad such as moment estimate are stored in the same data type as the embedding tables.

With all the improvements described above and in Appendix [B] we are able to produce a faster
implementation that is around 30% faster than the original one while saving roughly half the memory.
Table [T| summarizes all the performance measurements as well as their relative computation speedup
compared to single-precision implementation.

THROUGHPUT BANDWIDTH RELATIVE
APPROACH NAME (MITEMS/SEC) (GB/s) SPEEDUP
FP32 + SIMD 8.77 11.27 1
FP16 nearest rounding + SIMD 12.6 9.7 1.43
FP16 stochastic rounding 0.75 0.58 0.085
FP16 stochastic rounding + SIMD 3.01 2.31 0.34
FP16 stochastic rounding + MKL rng + SIMD 10.77 8.31 1.22
FP16 stochastic rounding + MKL g + SIMD + rsqrt | 11.5 8.9 1.31

Table 1: Performance measurements for different Adagrad implementations. The measurements are done
on a table of 16 million rows with 64 elements per row and updates of 4 million random rows chosen from a
uniform distribution. FP32 and FP16 are used as baselines. MKL rng is described in Section Details of
other improvements such as SIMD and rsqrt can be found in Appendix B}

4 Experiments

In this section we present the experimental results of the proposed approach. We validate our
approach using a benchmark real dataset, the Terabyte Criteo dataﬂ The Terabyte Criteo data is a
click prediction dataset that has a size of 1.3TB, comprising more than 4.3 billion records. It is a
common benchmark dataset for ranking applications.

This is a binary classification problem and we use DNN [LeCun et al.l |2015]] as our main model.
For categorical features, we adopt a similar procedure as in [Wang et al., 2017]] and [[Cheng et al.,
20164a] to transform them into dense vectors using embedding tables. The first dimension of the
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embedding table is proportional to the cardinality of the categorical feature with a maximum of 50
million. The second dimension is the embedding size chosen by the user. We then concatenate dense
embeddings of all the categorical features along with the rest of the input features. This is followed
by 2 fully-connected layers with width 512. We use Adagrad [Duchi et al.,[2011]] as the optimizer
with a batch size of 100 for training all the variables in the network. We tune hyper-parameters for
the full-precision setting. We use a base learning rate of 0.015 for embedding tables and 0.005 for all
of the rest of the parameters. More details regarding this setup can be found in Appendix [C|

Based on the setup described above, the embedding tables account for a large memory consumption.
Thus we perform low-precision training for all embedding tables with first dimension larger than
1000000. That is, each element in each of these embedding tables is initialized in FP16 and we apply
Algorithm [T] with stochastic rounding described in Algorithm [2]to update the elements. The rest
of the parameters are trained in full-precision. We train the model with the architecture described
above with various the embedding size for the categorical features. We use full-precision training as
a baseline. Results can be found in Table

TRAINING APPROACH EMBEDDING SIZE | LOG LOSS MEMORY USAGE
FP16 with stochastic rounding 8 0.12702 10.42 GB
FP32 8 0.12704 18.59 GB
FP16 with stochastic rounding 16 0.12662 18.84 GB
FP32 16 0.12661 35.17 GB
FP16 with stochastic rounding 32 0.12629 35.61 GB
FP32 32 0.12625 68.27 GB
FP16 with stochastic rounding 64 0.12606 69.23 GB
FP32 64 0.12603 134.45 GB
FP16 with stochastic rounding 128 0.12598 124.69 GB

Table 2: Log loss and memory usage with different embedding size using both FP32 training (baseline) and
FP16 training with stochastic rounding.

As can be seen in the table, FP16 training with stochastic rounding doesn’t increase the log loss much.
As expected, the memory usage is reduced by a half. The training speed of our approach is 1.2X faster
than baseline for each fixed embedding size. The reduced memory budget can be used to double the
embedding size for better prediction accuracy. This is validated by the experimental results as we can
see that it generates more than 0.001 log loss gain after doing so with similar memory consumption
compared to the baseline, which is considered as practically significant. We want to note that using
nearest rounding generated undesirable results. For example, for embedding size of 64, the log loss is
0.12652 as opposed to 0.12606 using stochastic rounding. All results can be found in Appendix [C|

Moreover, in order to test our approach with larger-scale experiments, we compare our method to
baseline in one of the ranking applications at Facebook. This application needs to train a neural
network model with billions of parameters on billions of records. Being able to reduce the memory
usage of training while maintaining similar model quality and training speed is a challenging task.

Our experimental results show that low-precision training with stochastic rounding reduces total
memory usage by 50% from hundreds of Gigabytes to half of it, while the model quality and training
speed stay neutral. This proves the practicality of our approach in very large scale setting.

5 Conclusions and Future Work

Theoretically we show that low-precision floating point training with stochastic rounding inherits
similar convergence rate as single-precision training and empirically we show that our efficient
implementation yields similar generalization performance on Criteo dataset as well as a Facebook
internal dataset with 2X memory reduction and 1.2X throughput.

In the future we want to make use of bigger embedding tables, perhaps different bucketing strategies.
We would like to explore different hardware architectures since some of them support efficient half
float operations. It would be interesting to explore if the same results can be achieved by using fewer
bits during stochastic rounding, and if this scheme could be adopted in fixed-point formats.

It is worth noting that while adaptive precision representations are not supported in current DNN
accelerators, such schemes can be prototyped efficiently in FPGAs and if there is a compelling
enough use case they can be realized into specialized ASICs.
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A Supplementary Experimental Results using Nearest Rounding

In Figure 3] we plot the value of a specific embedding parameter entry as a function of the iteration
count for single-precision training and half-precision training with nearest rounding, respectively. In
this plot we collect the FP32 model update sequence for one of our experiments; see Section [4]for
more details about the setup. This update sequence is then accumulated using a FP32 floating point
number and a FP16 floating point number with nearest rounding.

We can observe that, after certain iterations, the FP16 value is biased towards being larger than the
FP32 value. We notice in this model update sequence, there are approximately 2x more negative
updates than positive ones added to the positive entry. According to our analysis of the systematic
bias in Section [2.1] the FP16 accumulation result is expected to be larger than the FP32 accumulation
result due to large number of negative updates to the positive parameter. This severe problem from
biased model update accumulation motivates us to use stochastic rounding to generate more accurate
updates.

1 — FP32
— FP16 with nearest rounding

Parameter value

10
Number of iterations

Figure 3: Evolution of a specific parameter value versus iteration number using single-precision
training and half-precision training with nearest rounding.

B Supplementary Details of System Implementation

In this section we present the details of system implementation that is not covered by Section
Recall we plan to improve the system implementation from a few directions. Besides random number
generator improvement, we discuss vectorization and prefetching, low-precision improvement in the
next two subsections, respectively.

B.1 Vectorization and Prefetching

The bulk of the computation is implemented inside the Adagrad optimizer in the Caffe2 framework.
To improve performance we make changes to the Adagrad Optimizer by explicitly vectorizing its
implementation using SIMD intrinsics. On systems supporting the AVX2 instruction set can provide
significant speedups. Most of the operations are successfully replaced with their SIMD equivalent
except for parts involving operations with the random number generator part. The challenge is that the
distribution generator has to be invoked with a parameter which is different per element, preventing
us from vectorizing it.

A first optimization is to draw random numbers in the interval of [0, 1] and compare them to p. These
numbers can be pre-generated in a bigger batch size and used later, amortizing the fixed startup cost
over a large set of elements. Experimental findings show that generating batches of 1024 random
numbers provides a good balance of extra memory and performance.

Since the accesses to the table are sparse and random, it is hard for the hardware prefetching
mechanism to predict the access pattern. To alleviate this issue we make use of software prefetching
since we know the rows that will be accessed a-priori. We make use of the vprefetchO instruction
which gives guidance to the CPU about which would be the next region in memory to be be processed.

The prefetch call takes the memory address of the element to be prefetched as an argument. This has
to be timed properly because if we put a very early row in the cache, it might already be in the cache,



on the other hand if we prefetch too far away, this will result in still a cache miss and perhaps that
future entry being flushed since more space is needed for useful calculations, in both cases rendering
the operation useless. To compute this address to prefetch we use the following rule of thumb:

row size in bytes * prefetch distance
memory bandwidth

>= Memory latency

This approach is used in the single-precision floating point version as well as the half-float one, the
difference is that the width of the row of half floats is half the size of the row of floats, so the prefetch
distance has to be adjusted accordingly.

B.2 Low Precision improvements

One of the most computationally expensive operations during the computation of Adagrad is the
reciprocal square root. As a reminder, the update to the parameter 6 is computed as follows:

"
e 2)

where 7 is the learning rate, G is the second moment estimate and ¢ is a small value to avoid division
by zero.

Ory1 =0 —

In some scenarios such as computer graphics applications it is possible to use a faster but less precise
implementation to compute the reciprocal of a square root. One of these implementations is the
rsqrt operator provided as a SIMD intrinsic which provides up to 11 bits of precision. Since we
are using half floats we have an opportunity to take advantage of this form of computation since half
float significands are only 10 bits; so we are well within the precision requirements for this data type.
With optimization this we are able to surpass the runtime performance of the single precision floating
point baseline.

C Supplementary Details of Experiments
Below we present more details regarding the dataset we use and the setup of the experiments.

Dataset description The Terabyte Criteo data is a click prediction dataset that has a size of 1.3TB,
comprising more than 4.3 billion records. It has 13 integer features and 26 categorical features where
each category has various cardinalities. It is taken from 24 days of click data made available by
Criteo. Criteo dataset is a common benchmark dataset for ranking applications. We use the data
belonging the first 23 days as training set and use the data from the last day as test set.

Experiment setup This is a binary classification problem and we use DNN [LeCun et al.,|2015] as
our main model. For categorical features, we adopt a similar procedure to transform them into dense
vectors instead of doing naive one-hot encoding which may explode the input dimensionality for the
subsequent fully-connected layers.

The dense embedding of each categorical feature is formulated in the following manner. For each

categorical feature, we let = denote its one-hot encoded version, e.g., x = (0,...,0,1,0,...,0)
where the coordinate of 1 is corresponding to the activated level of this feature. We then let
=Wz

as the dense representation of = where W € R™*<, In above, m is the cardinality of this categorical
feature and d is the embedding dimension chosen. We call the variable W as embedding table which
is jointly trained with the rest of the model. Similar approach is also described in [Wang et al., 2017]]
and [[Cheng et al., 2016a].

As the raw value of each categorical feature is an ID, we use hashing to map each ID to an index
range. We choose the hash size to be proportional to the cardinality of this categorical feature with a
maximum of 50 million. We concatenate dense embeddings of all the categorical features along with
the rest of the input features. This is followed by 2 fully-connected layers with width 512. We use
Adagrad [Duchi et al.,[2011] as the optimizer with a batch size of 100 for training all the variables in
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the network. We tune hyper-parameters for the full-precision setting. We use a base learning rate of
0.015 for embedding tables and 0.005 for all of the rest of the parameters.

Based on the setup described above, the embedding tables account for a large memory consumption.
Thus we perform low-precision training for the embedding tables with first dimension larger than
1000000. That is, each element in each of these embedding tables is initialized in FP16 and we apply
Algorithm|T]for updating the elements. During the forward pass, we use FP32 arithmetics. That is,
after we fetch the rows in the embedding table corresponding to the activated IDs in the batch, we
convert them to FP32 before doing summation.

Results We train the model with architecture described above with various the embedding size for
the categorical features. We use full-precision training as a baseline. Results can be found in Table 3]

TRAINING APPROACH EMBEDDING SIZE | LOG LOSS MEMORY USAGE

FP16 with stochastic rounding 8 0.12702 10.42 GB
FP16 with nearest rounding 8 0.12769 10.42 GB
FP32 8 0.12704 18.59 GB

FP16 with stochastic rounding 16 0.12662 18.84 GB
FP16 with nearest rounding 16 0.12715 18.82 GB
FP32 16 0.12661 35.17 GB

FP16 with stochastic rounding 32 0.12629 35.61 GB
FP16 with nearest rounding 32 0.12674 35.70 GB
FP32 32 0.12625 68.27 GB

FP16 with stochastic rounding 64 0.12606 69.23 GB
FP16 with nearest rounding 64 0.12651 69.26 GB
FP32 64 0.12603 134.45 GB
FP16 with stochastic rounding 128 0.12598 124.69 GB

Table 3: Log loss and memory usage with different embedding size using both FP32 training (baseline), FP16
training with nearest rounding, and FP16 training with stochastic rounding.

D Proofs

D.1 Variance of Stochastic Rounding

Lemma 2. For any FP16 representable number a € R, for any number v € R, let | and u be the
largest FP16 representable number smaller than or equal to a + v and smallest FP16 representable
number greater than or equal to a + v, respectively. Let X be a random variable being | with

probability %

and being u with probability “Iﬁ;l. We have
E [(X — (a+ v))ﬂ <e (\a| -l —|—v2) 3)

where € is a fixed value related to FP16 representation.

Proof. For simplicity, we denote a + v by c. Based on the definition of z, it is not hard to see that

E[(X—c]=ulc—1)+cd—c*=(u—c)(c—1). 4

Case 1: Whenu >1 >0

By the definition of [ and u, they must be two consecutive numbers that are FP16 representable. We
have
u—1<e-l1<e-u, @)

where ¢ is a fixed value related to FP16 representation, independent of the value being rounded.

Now we calculate e. An FP16 number can be expressed as s - 2¢ (1 + Zgl 2‘ibi>. Where s is the

sign, e is the exponent and b are the bits on the significand. As ! and u are two consecutive numbers
that are FP16 representable, their exponents can at most differ by 1.

We want to find € to satisfy
u—1<e-l 6)
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For the case of the same exponent, the smallest difference between the two significands is 27 '°. Thus
€ has to satisfy

9e . 910
Wiﬁcandl €. 7
Since the range of significand, is [1,2), we set € = 2710,

For the case where the exponent is different, we have

10

I = 2@(1 +y 2*1’) ®)
=1

uw = 2¢t! 9)
In this case,
10 —i

u—1l _ 2—1—%,:12.Z (10)

! 1+y,2,270

2710

T 2-2°10 an
< 2719 (12)

Therefore, e = 2710 satisfies the bound.
Case 1.1: Whenv > 0

In this case since [ is the largest FP16 representable number smaller than or equal to ¢ and a =
¢ — 1 < ¢, we have a < [. Therefore,

c—Il<c—a=nw. (13)
By
Following EquationE], we have
E[(X—-¢)? < (u—c (14)
< (u—1p (15)
< el (16)
< elat+v)v (17)
= elav +v?). (18)

Case 1.2: Whenv < 0

In this case since u is the smallest FP16 representable number greater than or equal to ¢ and
a =c— v > c, we have a > u. Therefore,

u—c<a—c=|v| (19)
Following Equation (@), we have
E[(X-¢?] < |l-(c—1) (20)
< vl (w=1) 2D
< e-fvl-u (22)
< e-|v]-a. (23)

Case 2: When [ < u <0
Again, [ and u must be two consecutive numbers that are FP16 representable. We have
u—1I<e-|ul <e- vl 24)

The € here is still 271 since the derivation of € above is independent of the sign of u and .
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Case 2.1: When v > 0 Since the reasoning in Case 1.1 is independent of the value of [ and u, we
can reuse Equation (13).

Also, notice that in this case a < [. Therefore, we have

7] < |al. (25)
Following Equation[4, we have
E[(X—-¢?] < (u—cp (26)
< (u—=1w 27)
< el (28)
< ¢lal-wv. (29)

Case 2.2: When v < 0 Since the reasoning in Case 1.2 is independent of the value of [ and u, we
can reuse Equation (19).

Also, notice that in this case ¢ < u. Therefore, we have

lu| < ¢]. (30)

Following Equation (@), we have
E[(X -0 < ||-(c=1) (31)
< ol (w=1) (32)
< e vl ul (33)
< e-fol -] (34)
= e-[v|-Ja+vl (35)
< e (|v] - lal +v?) (36)

This completes the proof.

O

D.2 Variance of Quantization Noise in SGD Updates

Lemma 3. For wy, g;,w* € R? and oy € RY, let ry = Q(w; — argy) — (wy — vpge) where Q(+) is
the stochastic rounding function. Then we have

E [[lrel”] < e (Jwe = w*|* + 207 ge]* + aellw” [[lge]1*)- (37)

Proof. For simplicity, we let
Y = Wy — G- (38)
We try to bound E [[|Q(y) — y||?]. As we apply stochastic rounding on each coordinate of y, we
analyze each Q(y;) — y; fori =1,2,...,d.
Since y; = wy; — Gy 4, by setting a = wy ; and v = —a g ; in Lemma@, we have
E[(Q) = 9)%] < € (o luwal - lgnil +a? - g2.) (39)

In above, w; ; denotes the i-th coordinate of wy, and similar for g ;.
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Then we have

E[lnl?] = E[lQ() —yl’]
d
2
= Y E[Qu) -u)’]
i=1
d d
SO SINIS Y
i=1 i=1
d d d
< (Sl 3ol ol + 3o )
i=1 i=1 i=1
= e (A+B+0C).
Using the fact that ab < (a? + b?)/2 < a® + b?, we have
d d
A <) (wei—wi)+ o} ) gt
i=1 i=1

= Jwe —w'|* + oflge*.

Using Cauchy-Schwartz inequality, we have

Finally, we have

B

IN

£ 0\ i\
(z<wz>2> ( g>
=1 =1

[l - e - llge-

d
C:=> of g}, =afllg:]|*.
=1

Combining all these, we have
E [[lrel?] < ellwe — w*||* + eafllgel|* + eaelw* [l ge ]| + eallgel*.

This completes the proof.

D.3 Proof of Theorem/I|

Proof. Recall the actual update rule is

Wep1 = Q(wy — apge) = wy — age + 1y,

where r; = Q(w; — aygt) — (w; — apge) and Q(+) is the stochastic rounding function.

Conditioned on w;, taking the conditional expectation with respect to g;, we have

E [[[wepr — w*|?]

IN

IN

[w; = w*||* = 2E [(we — w*, asgs — 74)] + E [[lesge — 7¢])?]
lwe — w*||* = 20 (w; — w*, VF(w;))

+ai - E [|lge]?] +E [llre]|?]

lwe — w*||* = 20 (w; — w*, VF(w;))

+ai - E [|lg:]%] +Eq, [Eq [lI7:l1%]9:]]

[we — w*[|* = 204wy — w*, VF(wy)) + a7 E [||ge]|?]

+e - B [[lwe — w* |12+ 203 [|ge]1? + cellw* ||| g¢ ]

(14 €)|Jws — w*||* — 24 (wy — w*, VF (wy))

+(1 4 26)a2G? + e Gllw*|.
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(47)

(48)

(49)
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(52)

(53)

(54)

(55)

(56)



In above, to obtain (53), we use the fact that E, [Eq [[|r¢/||g:]] = 0. To obtain (53)), we use Lemma3]
To obtain (56), we use the fact that (E [||g.[[])*> < E [||g|?] and the assumption that E [||g;[*] < G*.

Now taking the expectation with respect to w; and using the strong convexity, we have

E [|lwit1 — w*[|?] < (14 € — awp)E [[lwy — w*||*] + 20 (F(w*) — F(wy)) + (1 4 2€)0f G* + ey G||w*||. (57)

Dividing both sides by 2cv; and rearranging the terms, we have

" 1+e—oaup w* " 1+ 2¢
E(F(w)]-F(w') < =g B [ur  w'|*] = 5B s = w'|2]+ 5 a6+ 5 G’
(58)
Letting a; = %, we have
* 1 t—e¢ * (12 M t+1 * (12 1+26
E[F(w)]-Fw) < X —1"¢ _E[|jw, - S N -
Pwl-F?) < bR [lw - 0P -5 B [ — 0t P+
(59
In above, let a(t) := 555 and b(t) := 4t Notice that a(0) < 0, and a(t + 1) =

%1?&155 < b(t). Letting t = 0,1,...,T and summing up both sides, and dividing both sides by

T + 1, we have
T
E[F(w)] - F(w") < LZE[F(M )] = F(w") (60)
T TH+1& !
1+2e 0 o o €
< =i=0 = 1
< T+l G +2G||w | (61)
T
 (1+20)G? 1+e € .
= STiD ; o1 +2G|\w [ (62)
(1+26)?G?1+1og(T+1) e .
< o cl | (63)

1 T
where w = T+1 Et:o Wt.
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