Population Based Training (PBT) is a recent approach that jointly optimizes neural network weights and hyperparameters which periodically copies weights of the best performers and mutates hyperparameters during training. We present in this extended abstract a generalized black-box service framework for Population Based Training. We argue that the black-box PBT service design has benefits in system scalability and required engineering effort. We perform a case study on WaveNet speech synthesis to demonstrate the effectiveness of our PBT service.

1 Introduction

Neural network training often employs a two-stage procedure, i.e., hyperparameter tuning [1, 2, 3, 4, 5, 6, 7] followed by a full model training. Although there have been systems that enable automatic optimization of the hyperparameters, the gap between the two stages relies heavily on human engineering which results in a lengthy and often inefficient model development cycle.

Population Based Training (PBT) has recently emerged and opened up a new direction in neural network training which jointly optimizes the hyperparameters while training the network weights at the same time [8]. Its core idea is to repeatedly replace a poorly performing model with a better performer and continue training with hyperparameters mutated from the better one. PBT allows for training a model with both differentiable and non-differentiable objectives, and also allows all hyperparameters to be dynamic over time, which is hard to achieve by traditional tuning methods.

We propose a generalized service framework for Population Based Training to improve training extensibility and scalability. The proposed framework is based on the idea of decomposing the whole model training into multiple trials, where in each trial a worker only trains for a limited amount of time. An important notion of the service is that each trial is dependent on one or more other trials, e.g., the initial checkpoint can be the last checkpoint of another trial and the hyperparameters can be decided based on other trials’ final measurements. A population controller is introduced into the system to oversee the whole population of trials. The controller also decides the hyperparameters and the checkpoint for warm-starting a worker in a new trial.
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The proposed PBT service framework is inspired by the design of Vizier [7], a black-box hyperparameter tuning service. It is also a *stateless* service, by which we mean each of the requests to the service does not depend on any other. The PBT service diagram is shown in Figure 1(a). It is composed of a controller, a tuner API layer and a persistent database. The tuner API and the database are similar to the design of the Vizier service. The major information container about model training is called *Trial*, defined using a protocol buffer, which is passed between PBT controller, Tuner API, persistent database and the workers in the client. The PBT controller may suggest two kinds of actions to the client, i.e., suggest a new trial or early-stop a trial. The communication between a worker and the service is shown in Figure 1(b) where the service passes hyperparameters and a parent checkpoint for the trainer to warm start with. After training and evaluation, the worker returns measurements and a final checkpoint path to the service.

In addition to the benefits of PBT algorithms, the proposed PBT service has several system-level advantages: (a) allows for tuning hyperparameters no matter whether they are defined in the computation graph or not; (b) sufficient scalability and flexibility in using low priority workers; and (c) maximizes flexibility with the machine learning model training frameworks.

### 3 Case Study on WaveNet

While the effectiveness of Population Based Training has been demonstrated by [8] with a variety of applications such as neural machine translation, generative adversarial networks and reinforcement learning in DM-Lab, Starcraft, etc, we perform a case study on a new application – speech synthesis using WaveNet [9], to conduct analysis on both accuracy and performance of the proposed PBT system. The results suggest that the performance of our PBT service-based approach is linearly scalable. A benchmark also suggests that PBT achieves faster convergence within a fixed computation budget, compared to popular methods such as grid search, CMA-ES [6] and GP-Bandit [10].

### 4 Conclusion

We presented a black-box service framework for Population Based Training. The proposed service design allows clients to train their models using PBT with minimal infrastructure effort. Our result suggests that the proposed PBT framework is feasible for large scale deep neural network training.
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