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Abstract

Recent developments in inference algorithms based on stochastic Expectation-maximization or stochastic cellular automata (SCA) have made it possible to employ a variety of randomized data structures that are unavailable to the dominant inference methods in the Bayesian toolkit, including collapsed Gibbs sampling and stochastic variational inference (SVI). Equipped with this recent capability, we make progress towards a true streaming inference algorithm for LDA that makes novel use of these random data-structures. We mean “true” in the sense that the algorithm avoids entirely the need for pre-computation, which many current “streaming” variants of latent Dirichlet allocation (LDA) must perform. We find that despite using various randomized data-structures to represent the sufficient statistics, the inference algorithm converges to similar perplexities as more conventional LDA while producing equally interpretable topics.

1 Introduction

Sometimes, we must apply latent variable models to streaming data because, for example, news or social media feeds provide a constant source of new material. Indeed, we may want to keep a topic-model like latent Dirichlet allocation (LDA) up-to-date in response to such a data stream [2].

There are two important considerations when designing a streaming LDA model: model considerations and inference considerations. Model considerations are important for designing technically sound strategies for folding in the new data. Inference considerations are also important because in order for a streaming model to function in the wild, it must cope with the growing volume of data without having to constantly reallocate data-structures.

While there has been some progress towards designing a streaming version of LDA, most of the work has considered the problem from the perspective of the model while ignoring inference considerations [9, 1]. In particular, many approaches overlook the following questions, which are typically answered via a pre-processing step that is not ordinarily possible in a streaming setting:

1. What is the size of the vocabulary $V$?
2. How to encode words as integers?

There are answers to these questions that avoid pre-processing, but most have limitations. Non-parametric models avoid the need to pre-compute $V$, but they are much slower than their parametric counterparts. Feature hashing avoids the need to encode the words, but bloats the size of the arrays storing the sufficient statistics. We could make educated guesses about the answers to the aforementioned questions, but then we would inevitably have to re-initialize the data-structures or re-run inference from scratch as the growing volume of data renders our guesses inadequate.

On the other hand, there exist a variety of data-structures specifically suited for addressing these types of questions in the streaming environment. In this paper, we make progress toward a streaming version of LDA by employing randomized data structures to eliminate pre-computing answers to the
two questions above. We employ count-min sketches to compress the sufficient statistics of the model. The count-min sketches avoids the need to know \( V \) a priori and also directly enables feature-hashing, which addresses the problem of encoding the words into indices.

We evaluate our streaming LDA inference algorithm and find that it achieves similar perplexities as more conventional inference that rely on pre-computation, while incurring little computational overhead and producing good quality topics.

## 2 Background

### 2.1 Latent Dirichlet Allocation

Latent Dirichlet Allocation \([2]\) (LDA) is a probabilistic topic model used for unsupervised learning. The model needs to be fitted to some data, an operation referred to as learning or training. The model is defined as follows.

\[
\begin{align*}
M & \quad \text{(Number of documents)} \\
\forall m \in \{1..M\}, N_m & \quad \text{(Length of document } m) \\
V & \quad \text{(Size of the vocabulary)} \\
K & \quad \text{(Number of topics)} \\
\alpha & \in \mathbb{R}^K \quad \text{(Hyperparameter controlling documents)} \\
\beta & \in \mathbb{R}^V \quad \text{(Hyperparameter controlling topics)} \\
\forall m \in \{1..M\}, \theta_m & \sim Dir(\alpha) \quad \text{(Distribution of topics in document } m) \\
\forall k \in \{1..K\}, \phi_k & \sim Dir(\beta) \quad \text{(Distribution of words in topic } k) \\
\forall m \in \{1..M\}, \forall n \in \{1..N_m\}, z_{mn} & \sim Cat(\theta_m) \quad \text{(Topic assignment)} \\
\forall m \in \{1..M\}, \forall n \in \{1..N_m\}, w_{mn} & \sim Cat(\phi_{z_{mn}}) \quad \text{(Corpus content)}
\end{align*}
\]

There are a variety of different inference algorithms for fitting such a model. One algorithm that has become popular \([20, 3, 12]\) to train LDA on very large datasets is termed SCA \([18]\), which we present in Figure 1.

SCA for LDA has the following parameters: \( I \) is the number of iterations to perform, \( M \) is the number of documents, \( V \) is the size of the vocabulary, \( K \) is the number of topics, \( N[M] \) is an integer array of size \( M \) that describes the shape of the data \( w \), \( \alpha \) is a parameter that controls how concentrated the distributions of topics per documents should be, \( \beta \) is a parameter that controls how concentrated the distributions of words per topics should be, \( w[M][N] \) is ragged array containing the document data (where subarray \( w[m] \) has length \( N[m] \)), \( \theta[M][K] \) is an \( M \times K \) matrix where \( \theta[m][k] \) is the probability of topic \( k \) in document \( m \), and \( \phi[V][K] \) is a \( V \times K \) matrix where \( \phi[v][k] \) is the probability of word \( v \) in topic \( k \). Each element \( w[m][n] \) is a nonnegative integer less than \( V \), indicating which word in the vocabulary is at position \( n \) in document \( m \). The matrices \( \theta \) and \( \phi \) are typically initialized by the caller to randomly chosen distributions of topics for each document and words for each topic; these same arrays serve to deliver “improved” distributions back to the caller.

The algorithm uses three local data structures to store various statistics about the model (lines 2–4): \( tpd[M][K] \) is a \( M \times K \) matrix where \( tpd[m][k] \) is the number of times topic \( k \) is used in document \( m \), \( wpt[V][K] \) is an \( V \times K \) matrix where \( wpt[v][k] \) is the number of times word \( v \) is assigned to topic \( k \), and \( wt[K] \) is an array of size \( K \) where \( wt[k] \) is the total number of time topic \( k \) is in use. We actually have two copies of each of these data structures because the algorithm alternates between reading one to write in the other, and vice versa.

The SCA algorithm iterates over the data to compute statistics for the topics (loop starting on line 9 and ending on line 32). The output of SCA are the two probability matrices \( \theta \) and \( \phi \), which need to be computed in a post-processing phase that follows the iterative phase. This post-processing phase is similar to the one of a classic collapsed Gibbs sampler. In this post-processing phase, we compute the \( \theta \) and \( \phi \) distributions as the means of Dirichlet distributions induced by the statistics.

In the iterative phase of SCA, the values of \( \theta \) and \( \phi \), which are necessary to compute the topic proportions, are computed on the fly (lines 21 and 22). Unlike the Gibbs algorithm, where in each
1: procedure SCA(int I, int M, int K, int N[M], float α, float β, int w[M][N])
2: local array int tpd[2][M][K]
3: local array int wpt[2][H][R2][K]
4: local array int wt[2][K]
5: initialize array tpd[0] ▷ Randomly chosen distributions
6: initialize array wpt[0] ▷ Randomly chosen distributions
7: initialize array wt[0] ▷ Randomly chosen distributions
8: ▷ The main iteration
9: for i from 0 through \((I \div 2) - 1\) do
10: for r from 0 through 1 do
11: clear array tpd[1 - r] ▷ Set every element to 0
12: clear array wpt[1 - r] ▷ Set every element to 0
13: clear array wt[1 - r] ▷ Set every element to 0
14: ▷ Compute new statistics by sampling distributions
15: ▷ that are computed from old statistics
16: for all 0 ≤ m < M do
17: for all 0 ≤ n < N do
18: local array float p[K]
19: let v ← w[m][n]
20: for all 0 ≤ k < K do
21: let \(\theta ← (tpd[r][m][k] + \alpha) / (N[m] + K \times \alpha)\)
22: let \(\phi ← (wpt[r][v][k] + \beta) / (wt[r][k] + V \times \beta)\)
23: \(p[k] ← \theta \times \phi\)
24: end for
25: let \(z ← \text{sample}(p)\) ▷ Now 0 ≤ z < K
26: increment tpd[1 - r][m][z] ▷ Increment counters
27: increment wpt[1 - r][v][z]
28: increment wt[1 - r][z]
29: end for
30: end for
31: end for
32: end for

Figure 1: Pseudocode for Streaming SCA

iteration we have a back-and-forth between two phases, where one reads \(\theta\) and \(\phi\) in order to update the statistics and the other reads the statistics in order to update \(\theta\) and \(\phi\); SCA performs the back-and-forth between two copies of the statistics. Therefore, the number of iterations is halved (line 9), and each iteration has two subiterations (line 10), one that reads \(tpd[0]\), \(wpt[0]\), and \(wt[0]\) in order to write \(tpd[1]\), \(wpt[1]\), and \(wt[1]\), then one that reads \(tpd[1]\), \(wpt[1]\), and \(wt[1]\) in order to write \(tpd[0]\), \(wpt[0]\), and \(wt[0]\).
3 Towards Streaming LDA

In this section we describe how to address the two key challenges for streaming LDA that we mentioned in the introduction. Each subsection addresses one of the two challenges, discusses our proposed solution, and presents associated empirical evaluations.

3.1 Challenge: unknown vocabulary size

In a streaming environment, we cannot pre-compute the vocabulary size $V$ \textit{a priori} and the final size remains unknown throughout the course of inference. Consequently, this makes it difficult to know how large to make the data-structure necessary for the algorithm. For example, the words-per-topic counts ($wpt$) is typically a $K \times V$ matrix whose size depends directly on $V$. Other data-structures such as the alias tables for constant-time sampling also depend on the vocabulary size. We could use a non-parametric model or dynamic data-structures to address this problem, but these approaches are computationally expensive \cite{19}. Instead, we employ a count-min sketch.

3.1.1 Count-min sketch

A count-min sketch \cite{4,13} is a randomized data structure that maintains approximate counts of how many times distinct events have happened in a stream. The count-min sketch works as follows. Assume that we have $k$ hash functions $h_1, \ldots, h_k$, each of which with a range of $r$ bits. The count-min sketch is a $k \times r$ matrix initialized at 0. For each event $e$ in the stream and every hash function $h_i$, we update the matrix by incrementing the value at index $(i, h_i(e))$.

If we want to query the count-min sketch to know how many times an event $e$ has happened, we compute $h_i(e)$ for every hash function, and then return the minimum of these values. This estimate of the frequency of event $e$ is approximate but this approximation can be made precise by an appropriate choice of the number and the range of the hash functions.

Note that a key property of the count-min sketch is that it is easy to distribute. Indeed, if we split a stream of events $e$ into two substreams $e_1$ and $e_2$ and then use two count-min sketches $c_1$ and $c_2$ to count the frequency of events for the respective streams, one can estimate the frequency count for the stream $e$ by adding together $c_1$ and $c_2$.

3.1.2 Count-min sketch to count words per topics assignments

For each topic, we maintain a CM sketch of word counts. That is, we replace the $wpt$ table with a matrix of dimensions $2 \times X \times K$ where $X$ equals $H \times R_2$. $H$ is the number of hash functions for the CM sketch, $R_2$ is the range of these hash functions, and the factor of 2 is simply because SCA maintains two data-structures for the sufficient statistics (one for reading, one for writing). A possible concern for such an approach is that distinct words might end up sharing the same counts; however, if $T$ is the total number of words assigned to some topic, the count-min sketch guarantees that the estimate $\hat{v}$ of a true count $v$ for that topic will be such that $v \leq \hat{v} \leq v + T \times \frac{r}{2^r}$ with probability $1 - e^{-H}$. Because we do not change the hash functions between iterations, the same collisions re-occur in each round. However, as the topic assignments for words change, the effects of these collisions varies across rounds. We show experimentally that $H$ and $R_2$ can be chosen so that the statistical performance is as good as if we were keeping track of the true counts. Of course, in the streaming setting, we do not know the exact sizes involved when doing this tuning, but as long as the actual sizes do not differ substantially from those used during tuning, we can expect similar performance. In contrast, if we do not use the count-min sketch, any underestimation of $\hat{V}$ will force us to re-allocate the $wpt$ table.

Experimental setup We conduct our experiments by fitting LDA on Wikipedia and evaluating on Reuters (RCV1). Our version of Wikipedia contains 6.7 Million documents and has a vocabulary size of 291,561 word-types (after removing stop-words and rare-words as is customary). Words are represented as integers\footnote{See section 3.2 for how such representations can be computed efficiently in the streaming setting.} and the CM hash functions are linear congruential generators with seeds drawn from \cite{11}. We run each algorithm distributed over eight machines to fit LDA on Wikipedia and report perplexity on 10k randomly sampled Reuters documents. For the figures, the $x$-axis is the
number of iterations (one pass over the entire data) and the $y$-axis is the held-out perplexity. Finally, we manually inspect the topics for quality. Unless stated otherwise, we employ this experimental protocol throughout the remainder of the paper.

**Results** Figure 2a contains the count-min sketch results. We vary both the number of hash-functions $k \in \{3, 4\}$ and the number of bits $r \in \{16, 17, 18\}$. 18 bits span a hash space of similar size to the vocabulary while 17 bits span a space that is about half the size. However, since there are multiple hashes, the total number of bits is larger than the vocabulary. Therefore, we also employ 16-bit hashes, so the count-min sketch takes less space than the original wpt. Although the initial perplexity of the more compressed sketches (fewer hashes, less bits) are initially worse, they all converge to nearly the same perplexity as the “plain” version of SCA$^2$ that employs standard 2d-arrays for wpt in lieu of sketching. Upon manual inspection, we see that the topics are similar and notice no qualitative difference when compared to vanilla SCA. Due to space, we omit example topics for these configurations of the inference algorithm, but in the last part of this section we show example topics for the final version of our streaming LDA system which also utilizes feature hashing.

Although the algorithm behaves well statistically, there are some computational concerns. In particular, the count-min sketch stores multiple counts per word (one per-hash function) and a distributed algorithm must then communicate the extra counts over the network. Indeed, the average per-iteration run-time for the count-min sketch ranges from 24.8 seconds (3 hashes, 16 bits) to 46.2 seconds (4 hashes, 18 bits) which is slower than the 27.0 seconds for the version where we assume a fixed vocabulary size.

### 3.2 Challenge: word encodings

For efficient implementations of the learning algorithm, it is critical to encode the words as integers to avoid having to work with strings. Such strings require more space and precludes employing arrays—where we can use indexing to efficiently look-up a word—for the underlying data-structures. Again, we might try to use dynamic data structures and assign codes to words on the fly but this would be prohibitively expensive. Instead, we propose an alternative solution based on feature hashing.

#### 3.2.1 Feature Hashing

When working with text documents, it is customary to associate an integer to each possible word to transform an array of strings into an array of integers. When it is not possible to pre-compute such an encoding, a possibility is to use a hash function to assign words to integers, a method known as feature hashing \[6, 17, 15\]. This can be implemented very efficiently and alleviates the need to pre-compute an encoding. However, the hash function can introduce collisions (causing two words to share the same encoding). In many machine learning applications, it has been shown that despite such collisions, learning can be done effectively and fast by hashing features. However, most of these applications are supervised classification in which the predicted output label is important and the interpretation of the individual input features are not typically critical.

In contrast, we care about the representations of the input words themselves and it remains to be seen whether learning a topic model is robust to feature hashing, and also how the algorithm should be implemented if we were to use feature hashing. One obvious issue is that we need to use a large enough hash to avoid too many collisions. However, a larger hash means we need to allocate larger data structures and many of the codes will be unused. This is inefficient and wasteful.

#### 3.2.2 Sketches enable feature-hashing

Since we cannot pre-compute an encoding of words and do not want to use a dynamic data structure for wpt, we can use a hash function to map words as strings into $R_1$-bits integer. An obvious solution could be to compute a hash as a table at runtime: for every word, look up the table to see if the word has been assigned a code yet, and if not, choose the next available code. If no codes are available, then reuse an existing one. The advantage of such a method is that it guarantees that all the codes are used, which avoid a waste of space for wpt. However, in the context of a parallel/distributed implementation in which different threads/nodes see different data, the consequence is that we need $^2$SCA is a sufficient baseline because previous work cited in this paper has already established it as a strong performer in terms of perplexity.
to synchronize the table creation. This can become quite complicated since two nodes could assign to the same code two different words (or different codes to the same word), which would need to be resolved. One could imagine allowing collisions but that would potentially lead to bad collisions between highly frequent words.

Employing a count-min sketch to represent \(wpt\) enables interesting possibilities. First, assuming that we use a count-min sketch with \(l\) hash functions of \(R_2\) bits, we could choose the hash to be the concatenation of the \(l\) \(R_2\)-bits codes. That is, we use the count-min sketch directly for feature hashing. This is an effective possibility, but it has the disadvantage of using potentially too many bits to represent a word since it uses \(l \times R_2\) bits.

Another possibility is to use a classic hash from string to \(R_1\)-bits in which we choose \(R_1\) freely. Such an approach would usually not be viable since it would require to set \(V = 2^{R_1}\) for the number of columns in \(wpt\) which would be unreasonably large and would likely make poor use of the memory space since many indices would end up not being used. However, since we are using a count-min sketch to represent \(wpt\), we do not have to worry about such issues. Indeed the count-min sketch has its own set of hash functions that map \(R_1\)-bit representations into \(R_2\)-bit representations. Assuming that the true size of the vocabulary is \(V\), then the probability of a collision is \(1 - e^{-\frac{V^2}{2^{R_1+1}}}\). We also show experimentally that learning is largely unaffected by the feature hashing with the right configuration. We also note that going through \(R_1\) bits, where \(R_1\) is less than \(l \times R_2\) does not seem to be problematic. Note that if we also use the alias method to sample from a discrete distribution in constant time, then we need to keep a hash table from all the codes that we actually use to their corresponding alias table.

**Result** We present the results in Figure 2b employing the same experimental design as Section 3.1.2. We vary the number of bits in the feature-hash \(R_1\) ∈ \{21, 22, 23\}, while fixing the parameters of the count-min sketch to \(k = 3, R_2 = 16\). We employ both a “plain” version of SCA that employs conventional data structures, and a count-min sketch version as baselines. Varying the size of the feature-hash affects the initial perplexities, but again, they all converge to similar final values. We begin noticing some difference at \(R_2 = 21\) and may start seeing more significant differences at lower values. Upon inspection, we find that the topics are of similar quality to the baseline models and we present a few topics in Figure 2c.

**Implementation** Modifying SCA to support feature hashing and the count-min sketch is fairly simple. The read of \(wpt\) on line 22 and the write of \(wpt\) on line 27 are replaced by the read and write procedures of the count-min sketch, respectively. Note that the input data \(w\) on line 1 is not of type int anymore but rather of type string. Consequently, the data needs to be hashed before the main iteration starts on line 9.

4 Conclusions

In this paper we made novel use of count-min sketch and feature-hashing data-structures to make progress toward streaming LDA by eliminating pre-computation steps for calculating the vocabulary size and the word encodings. We found that despite compressing the sufficient statistics with these data-structures, we could still learn good quality topic models.
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